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PREFACE-90 

As I think about the reprinting of this numerical methods book, now 
twenty years old, I consider what Time and the PC have done to its message. 
In 1970 computers were 'large'; scientists and engineers used them in 
laboratories; numerical software for solving various types of equations could 
be borrowed from a friend but was not very reliable and was poorly docu­
mented. In 1989 computers have moved into the office and into the spare 
bedroom of the engineer's home. Numerical software is widely available but 
is not very reliable and is poorly documented. Of course Newton's Method is 
20 years older but it seems to be bearing up well. Indeed, with the advent of 
programs that do analytic differentiation, his method has become even more 
attractive. 

The big change has been to place the capacities of the large 1970 
computer in the hands of many who previously would have had to seek far 
and perhaps borrow time on someone else's machine. But access to bigger 
memories and faster cycle times have not changed the useful algorithms; they 
have merely increased the sizes of the problems that now seem feasible­
almost always linear problems. And linear algebraic algorithms and software 
were, and still are, the one reasonably reliable group of 'black-boxes'. They 
were good enough in 1970 so that most computer users were not going to 
write their own; one simply had to know why one needed to solve a system of 
100 linear equations-a question all too often ignored then, and now! But 

xiii 
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that important question lies outside the scope of this book (and the compe­
tence of its author). He has here merely raised the minatory finger-and
having writ, moves on.

New tools have appeared: symbolic mathematical packages like !vlaple
and Mathematica* that can reduce the drudgery (and increase the accuracy)
of expanding complicated expressions into Taylor series. But they do not
address questions about whether expansion \\7ill be a useful tactic-and if you
have never before used one of these systems you \vill spend much more time
learning how than you would expanding the immediate problem by hand.
(Don't buy a chainsaw if you only have one sapling to cut! I assume that
anyone reading this book is not about to tackle a forest.)

Since 1970 the Bulirsch-Stoer algorithln, mentioned briefly herein" has
achieved a small but firm place alnong the ordinary differential equation

. integrators but its enthusiastic promoters have yet to produce an exposition
that could fairly be included in a book at this level. Indeed" even to more
sophisticated audiences they recommend it as a black-box~ saying, in effect.
"Try it-you'll like it!" I have been burnt by too many black boxes to take
that position. Of course I regularly use other peoples'! soft\vare, but if I can"t
fix a numerical algorithm, I won't use it. And since I haven't used B-S~ rm in
no position to urge it on the public, however felicitous it may be.

Partial differential equations at a realistic algorithmic level require a
book of their own. I only attempt to show the 'flavor' of the classical~ still
useful Finite Difference technique and point out some of the issues that must
be addressed. For some partial differential equations Finite Elements, not
even mentioned before, have certainly established themselves as a serious
alternative to Finite Differences (tho, in my opinion, \vill never eliminate
them) but to add Finite Elements no\v would have considerably lengthened
the book and raised the expository level without enabling the reader to use
them even on simple problems.

My doleful conclusion is that REAL algorithmic progress during the last
twenty years has been principally in specialized areas that the student \vill
Y/isely avoid in a first course. But from the student's point of view that me·ans
he really doesn't have to master a lot of ne\v esoteric material. If's the best of
worlds; it's the worst of worlds.

---_...- ._----_.__._---_.-
*Trademark



TO THE INSTRUCTOR 

This book discusses efficient numerical methods for the solution of equations­
algebraic, transcendental, and differential-assuming an electronic computer 
is available to perform the bulk of the arithmetic. I wrote it for upper-class 
students in engineering and the physical sciences-men who have had calculus 
and a first exposure to differential equations. More importantly, I wrote it for 
students whose motivations lie in the physical world, who would get answers 
to "real" problems. This intended audience shapes both the content of the book 
and its expository method. 

My principal concern has been the proper matching of the tool to the job. 
Conversely, it has not been the indoctrination of the student into the beauties 
of analysis-numerical or otherwise. Students with motivations from the 
physical world are best led from the specific example to the general method. 
They rapidly become impatient with the development of a logical superstructure 
for which they have seen no practical use. An average junior in engineering at 
Princeton will follow an unmotivated mathematical derivation or proof for 
about 20 minutes before writing it off as "some more mathematical Mickey 
Mouse." 

When a student's principal thrust is to solve problems, the author and 
instructor should talk principally about how problems are solved. Methods 
can be introduced with geometric, sometimes heuristic, arguments. Initially at 
least, their justification is that they work. The student uses these methods, 

xv 
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achieving a sense of power in being able to solve problems that his mathematics 
courses seem to have ignored. Then he tries a problem on which the method 
falters: a singularity appears, or too many significant figures disappear, or a 
debilitating instability arises. Now, and not before, is the student willing to delve 
into the deeper structure of the numerical method-convinced that its estab­
lished utility can be retrieved and broadened only by such an effort. At this point 
his calculus training can be called into necessary play; at this point he can be 
shown the proof, especially a constructive proof. But at no point can he be 
expected to enthuse over, or even to tolerate, the systematic derivation of 17 
quadrature formulas via some finite difference operator calculus. He doesn't 
need the 17 quadrature formulas, and he doesn't need to know how to derive 
them-elegantly or at all. 

The book is divided into two parts, either of which could form the basis 
· for a one-semester course in numerical methods. Part I discusses most of the 
standard techniques: roots of transcendental equations, roots of polynomials, 
eigenvalues of symmetric matrices and so on. This material can profitably be 
learned at the sophomore or junior level and, indeed, with the increasing 
availability of automatic computing equipment on American campuses, 
much of it is already diffusing into the standard freshman and sophomore 
courses in mathematics, physics, and engineering. 

Part II cuts across the basic tools, stressing such common problems as 
instabilities in extrapolation, removal of singularities, loss of significant figures, 
and so on. It also introduces some of the methods that are useful with the larger 
problems associated with partial differential equations. At Princeton many 
students take the material of Part II as their first formal course in numerical 
methods-having absorbed the earlier material largely by osmosis. Some 
remedial reference to Part I is occasionally needed, but surprisingly little has 
been necessary in the last two years. The material of Part II is normally taken at 
Princeton by juniors and seniors. 

I have tried to write a readable book. Clarity in presenting major points 
often requires the suppression of minor ones, at least temporarily. Thus the 
trained mathematician will encounter statements that are "incorrect" in the 
sense that all the qualifications and exceptions necessary to make them precise 
are not set forth nearby. The instructor may wish to warn the students about 
these inaccuracies and even to supply the lacunae, but here I would recommend 
caution. An excess of fleshy detail before the student has a firm skeleton on 
which to hang it is a burden that frequently will bring down the entire structure, 
leaving a heap of rubble that has neither beauty nor utility. Exceptional informa­
tion ought to be supplied the second time through the subject, or when the 
student asks for it. The curious student who wants more complete discussions 
may be referred to the book by Ralston with a warning that it is written for the 
first-year graduate student. 
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One topic is largely missing: formal error analysis with its emphasis on 
inequalities leading to bounds on approximations. I firmly believe such an 
analysis should be delayed until at least the third time through a numerical 
method. The student oriented toward results quickly discovers that the expedient 
way to test his methods is to run them again at half the interval and with slightly 
perturbed input data. Not that this expediency will catch all inadequacies in his 
finite difference approximations, but it will deal with a far greater percentage 
of them than will any formal error analysis. 

I have not usually tried to prove convergence of any iterative process. 
It is a commonplace that numerical processes that are efficient usually cannot be 
proven to converge, while those amenable to proof are inefficient Again my 
plea is insufficient pertinence to the student's purpose. The best demonstration 
of convergence is convergence itself. Judicious introduction of these two topics 
at the few places where they produce insight may be desirable, but they are so 
formidable in typographic appearance that all but the most docile students 
usually skip them. I prefer to leave their formal presentation to the instructor's 
discretion. 

Finally, pedagogical expedience strongly suggests that the teaching of 
programming of digital computers be clearly separated from the teaching of 
numerical methods for solving problems, at least at the elementary levels. 
Any person who has mixed the two realizes how hopelessly the two sets of 
difficulties become intertwined both in the minds and in the practice of the 
students. At the advanced level, to be sure, the interaction between programming 
techniques and numerical algorithms is a fruitful study, but the sophomore 
should be exposed to fruitful studies in homeopathic doses! We recommend that 
the ability to write simple programs in FORTRAN, PL/1 or ALGOL be a 
prerequisite to this course, while access to a reasonable computer is almost a 
necessity. 

FORMAN S. ACTON 





TO THE STUDENT 

I hope you like to formulate physical phenomena into equations and then solve 

those equations to see how well your formulations actually predict experimental 

results. It is for such people that I wrote this book. But if you have tried this 

fascinating game, you have realized that solving the equation is frequently 

harder than getting it in the first place. 
The complexities of theoretical formulations soon frustrate our ability to 

solve their equations analytically, and numerical solution methods-when 

performed by hand-often require days of laborious arithmetic. Thus, in the 

past, engineers, always under pressure to produce working devices quickly, 

have tended to avoid theoretical formulations. To solve anything quickly 

before the advent of the electronic computer meant to solve it analytically, 

and this usually required analytic simplification to the point where the answers 

had only a remote connection with the original problem. Experiment with an 

actual device was much quicker. 
In the 1940s a big change occurred in some sectors of Engineering. Atomic 

explosions and jet aircraft required experiments that were no longer simple, 

cheap, or quick. Five years and millions of dollars were involved before a new 
idea for a jet engine could be pronounced successful, and the costs of an atomic 

test were not measured merely in money. Theoretical investigation suddenly 
had become a necessity for the engineer instead of a pleasant pastime. In 1950, 

Von Neumann's computer opportunely appeared, solidly establishing the 
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xx TO THE STUDENT 

theoretical investigation as a practical developmental tool, sometimes the 

practical tool, and nothing has been the same since. 
The incorporation of numerical methods into the engineering curriculum 

is only now taking place, and there is still considerable discussion over how it 
should be done. Thus, if you are a student, you are probably coming into an 
upperclass course in Numerical Methods after having had the classical exposure 
to calculus and differential equations that has been pretty much standard since 
Newton (but without Newton's numerical experience!) or so I have assumed 
while writing this book. (If anybody asks me, I'll be glad to suggest a quite 
different curriculum that I feel would be far preferable for the final quarter of the 
twentieth century.) 

Having disposed of the question "Why learn about numerical methods?" 
let me now get around to the equally important question of how to learn about 
them. I shall be brief. 

Numerical equation solving is still largely an art, and like most arts it is 
learned by practice. Principles there are, but even they remain unreal until you 
actually apply them. To study numerical equation solving by watching some­
body else do it is rather like studying portrait painting by the same method. 
It just won't work. The principal reason lies in the tremendous variety within 
the subject. By contrast, analytic solution methods work for very restricted 
classes of problems. Thus we know how to solve ordinary differential equations 
analytically, provided they are linear and with constant coefficients! Let them 
have variable coefficients, and we become quite unsure of ourselves. If any non­
linearity creeps in, you might as well give up. But all three kinds of ordinary 
differential equations can be solved by numerical methods-provided, of course, 
that a solution exists. Thus it would be quite surprising if one numerical method 
succeeded everywhere-and no single method does! 

The art of solving problems numerically arises in two places: in choosing 
the proper method and in circumventing the main road-blocks that always seem 
to appear. So throµghout the book I shall be urging you to go try the problems­
mine or yours. 

I have tried to make my explanations clear, but sad experience has shown 
tha:t you will not really understand what I am talking about until you have made 
some of the same mistakes that I have made. I hesitate to close a preface with a 
ringing exhortation for you to go forth to make fruitful mistakes ; somehow, it 
doesn't seem quite the right note to strike! Yet, the truth it contains is real. 
Guided, often laborious, experience is the best teacher for an art. If all you 
desire is a conversational knowledge of an art, you've chosen the wrong subject, 
the wrong author, and just possibly the wrong profession. It is one of the minor 
paradoxes of our language that, even in the 1970s, you learn how to solve real 
problems only by getting your hands dirty with rational numbers-although 
rational problems can frequently be solved only with real numbers. Good luck! 

FORMAN S. ACTON 



AFTERTHOUGHTS 

The students in my Numerical Methods course usually have been 
Juniors-with a sprinkling of graduates and the occasional rather sophisti­
cated Sophomore. Mostly they have been Engineers and Scientists. (Mathe­
maticians at Princeton are proudly Pure while most Computer Scientists find 
an obligatory decimal point to be slightly demeaning.) Thus the student 
interest has centered on solving 'typical' physical problems that in practice 
devolve to simplified versions such as those treated in the text. Since some 
instructors have requested more exercises I have included some more below. 

My recent practice has been to go rapidly through the first 6 chapters in 
as many weeks with weekly computation laboratories in which simple (pencil 
and pocket-calculator) problems are worked with an instructor present to get 
people out of mudholes onto productive paths. (These sessions are partly 
remedial as at least half of my students have had some exposure to these 
early topics in a first computer programming course that contained consider­
able numerical methods.) 

In the second half of the semester I cover topics from the rest of the 
book according to the perceived class interests but the computational home­
work has been devoted entirely to one half-term project-each student's 
problem being unique. I feel strongly that somewhere in the undergraduate 
scientific curriculum the student should be asked to work a problem to which 
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530 NUMERICAL METHODS THAT WORK 

he does not know the answer and for which the answer, when found, should 
not proclaim its correctness. In most underclass courses the answers to the 
exercises are known a priori: they are in the back of the book or they tum 
out to be -rr or fi, -or one's roommate did the problem last term. For such 
problems the effort goes entirely into getting the answer. But in realistic 
engineering problems somewhere between 50 and 90 percent of the effort 
goes into verifying that the 'answer' obtained is, indeed, correct. The student 
needs this kind of experience at least once, somewhere, and I choose to 
supply it here. 

A problem type that has been very effective for these purposes is the 
preparation of an efficient computer function (i.e., a working, thoroughly 
debugged program) for an integral like 

[

oo e-bx 

H(b) = ---;:==~dx. 
0 ,/x(l + x) 

For large b an asymptotic series is useful; for small b a singularity has to be 
propitiated, analytically, before a series in b is possible-and these two 
approaches leave a gap that the student has to struggle to fill. One of the 
ground rules is that numerical quadrature is not to be part of the final 
function (too slow) although it is a necessary tool during the development. 
Likewise, covering the gap by interpolation in a large stored table lies outside 
the aesthetic framework of the exercise, although I have reluctantly accepted 
it for part credit when submitted as a last-ditch effort by a weak student. A 
mature mathematician can perform this exercise in a couple of afternoons, 
but a student often needs a half-semester of a course, even with considerable 
help. Weekly conferences with the instructor are essential; without them, 
there is the danger that work either is postponed into impossibility or 
proceeds forever down ultimately unproductive paths. 

There is a whole family of similar integrals that can be assigned; 
generally 

with 

j = 1,2 k = 0, l/2 l = 1,2 m = 1/2, 1 
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that offer varying degrees of difficulty so that the problem can be tailored to 
the student's abilities-or ambitions. In addition to the techniques covered in 
the book, most of these integrals can be evaluated efficiently by rather 
sophisticated recurrences. When time has permitted I have derived the 
recurrence for the integral of page 261 *-thereby tempting the better 
student to explore this new tool for his gap-covering algorithm. 

Tests and examinations 
I have usually given two SO-minute tests and a final 3-hour examination. 

These, together with observations available from the labs and weekly project 
conferences have provided a more-than-adequate basis for grading. The tests 
have been 'closed book' except for Abramowitz & Stegun and a pocket calculator 
-neither of which are usually necessary but knowing that they will be available 
usually keeps the students from spending time memorizing formulae. Hopefully 
they will have concentrated on strategic algorithmic principles. Here is a SO-minute 
test that is difficult to do well but one that provides good opportunities for 
exhibiting mastery of the course concepts. 

Test 

1. It is necessary to compute the sequence of 50 functions 

k=O,l, ... ,49 

for various b that are not known at the time you must write the 
computer program. Integration by parts gives the recurrence 

k=l,2, ... 

from 

-----------------------------------
*Run 

from largish N down to 1, whence F(b) = J0/c/K0• The starting values of I,., J,. and K,. are 
arbitrary but should not all be zero. 
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The recurrence is economical, if usable. For what values of (b, k) can 
the recurrence be used to deliver 10 significant figures (or 10 decimals, 
if you prefer) on a 13 digit machine? 

2. a) How would you integrate 

d 2u a du 
b-- + -- + u 3 = O 

dt 2 t dt 

from the initial conditions 

u(O} = 1 

for various (a, b)? 

du 
-(0) = O 
dt 

b) If the coefficient b is large (say, 1000), what effect will it have on your 
favored process? 

3. A large number of peculiar quintic polynomials are to be solved for all 
their real roots that lie on the range ( -10, 10). These polynomials are 
peculiar because the coefficient of their x 5 term is typically smaller 
than the other coefficients by at least a factor of 100. Five algorithms 
are listed below. 
a) Write 2 or 3 sentences about each, explaining how it can be applied 

to this problem (if at all) and comment on its usefulness. 
b) Give your recommendation for handling this problem-not neces-

sarily from the list-and defend it. 

1. Forward-Backward Division 
2. Newton's Method 
3. Binary Chop 
4. Lin's Method 
5. Lehmer's (concentric circles) Method 

Exercises 
These exercises are intended to be performed with pencil, paper and a 

pocket calculator. Most are 'remedial' in the sense that, ideally, students taking 
this course should be able to do them in relatively short order-say, 5 to 20 
minutes each-on the basis of prior experience. Since many lack that experience, 
I have given them in supervised laboratories where individual guidance is 
available before too much frustration sets in. 

Precision Problems 

1. How would you evaluate 

lnv'x+t - lnv'x 
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for large x without losing significant figures? Compare your method 
with direct evaluation for x = 123456.7. 

2. Find the behavior of 

[ vi+ x 2 
- x l 

In VI+ x2 + x 

a) for large x 
b) for x near zero 

and then suggest how the function should be evaluated. 
3. Evaluate 

1 
w(x) = 1 + 2tanhx 2 - coshx 

for x = O.l 
a) as expressed here 
b) from a series expansion 

Keep all arithmetic to 10 significant figures if possible. Where and how 
does error arise? 

4. Consider evaluating 

coshx 

2 - cosx 
X ~ 0 

and then decide how you would solve for 

for small e. 

coshx 
---=l+e 
2 - cosx 

5. How should one solve tan (} = B for (} if B is greater than 10? Assume you 
do not have specialized tables. 

6. Devise iterative computational algorithms for solving 

tanhx 
---=b 
arctanx 
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for x when 
a) b = s near 2 / 'TT' 

b) b is near 1 
without serious instability or loss of significance. Estimate the range of 
applicability of your algorithms. 

7. Consider the quadratic equation obtained by eliminating either the sin2x or 
sinh2y term from the equation pair 

f3 = sin2 x + sinh2 y /3 = u2 + v2 

atanh2 y = tan2 x a= u2/v2 

as a method for determining x and y when (u, v) are given. Where are the 
trouble spots? What has to be done to avoid significant figure loss? How 
many separate algorithms do you end up with via this approach? 

8. Examine the limiting behaviors of 

sinx sinhx 

1 + cosx 
and 

coshx - 1 

as x approaches zero (from each side). 

Conformal mapping 
[The student should have seen complex variables in their rectangular 

and polar forms, but no course in the subject is presumed. The instruc­
tor should do a mapping first-perhaps z = sint using the first quad­
rant oft.] 

9. Find the complex z-map of the figure under 

z=tanht 
l 100 

7 

/: wlllll l/lllJ;/III//I/JIIIJ: 
labelling the critical points. 

10. Consider the mapping from t to w of the figure in Problem 9 via 

sin w = tanh t . 

Compare the final potential problem with the original one. 
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11. Devise an algorithm to evaluate a point w that corresponds to a 
complex value of t near (0, i-rr /2). 

Singularity removal 

12. Find a series in b for 

F(b) = f l dx 

o V1 - bx3 
(a) 

when b is small. How many terms are needed to obtain approximately 8 
significant figures when b is 0.5? For what ranges of b values is the 
series practical? Then transform 

to remove the singularity, sketch, estimate its value. Devise a method for 
evaluating F(l - (3) when (3 is small. [Hint: Transform the dummy variable 
in (a) so that the parameter is in the limit rather than in the integrand. 
Then consider an intergral that is related to the difference between F(l) 
and F(b).] 
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accelerating convergence, by Aitken 
extrapolation, 216 

by shifting eigenvalues of a matrix, 215 
of Gauss-Seidel iterations, 480, 483 

activities, see PERT 
activities represented as edges of a 

graph, 508 
events represented as nodes of a 

graph, 508 
Adams-Bashforth, 146 
adaptive '}Uadrature, 105 
Aitken extrapolation, 216 
Aitken interpolation, 93 
Alabama, 516 
alternating directions, method of, 483 
alternating series, loss of significant 

figures in, 14, 69 
approximating by a series of exponen­

tials, 252 
approximating error curves by match­

ing, at extrema, 301 
at zeros, 300 

approximating quadratic factors of 
polynomials, 195 

approximation for x, 26 

arctangent function, 6 
continued fraction for, 7 
Gauss iteration for, 9 
series for, 6 
series for large arguments, 30 
series of Chebyshev polynomials 

for, 36 
asymptotic series, 16, 262 

derivation of, from an integral, 
17, 262 

derivation of, from differential 
equations, 18 

for erfc x, 16 
minimum term of, 17, 263 

backward difference in parabolic 
partial differential equations, 442 

backward polynomial division, 191 
Baltimore traffic, 504 
banded symmetric matrices, reduction 

of, 329 
Bessel functions, recursive evaluation 

of J..(x), 23 
series for J.(x), 70 

Bessel's interpolation formula, 90 

541 
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binary chop, 179 
biorthognality of the eigenvectors of 

an unsymmetric matrix with those 
of its transpose, 220 

bisection method, see binary chop 
block tridiagonal systems, 482 
bottleneck problems in a network, 524 
boundary conditions, at infinity, 163 

for ordinary differential equations, 
see Chapter 6 

boundary-value problems of physics, 
orthogonal functions defined by, 495 

bounds for integrals on infinite regions, 
113 

breaking an infinite range of integration, 
112 

Bulirsch and Stoer, 136 

characteristic polynomial of a matrix, 
evaluation from tridiagonal form, 
332 

evaluation from Hessenberg form, 344 
characteristic roots, see eigenvalues 

( Chapters 8 and 13) 
characteristic vaiue problem, see eigen­

value problems (Chapters 8 and 
13) 

Chebyshev polynomials, 292 
expansion of tan•tkx in, 36 
matching approximations to functions 

at extrema of, 301 
minimax property of, 290, 293 
used in economizing power series, 293 

Cholesky algorithm for factoring 
matrices, 348 

circle of indeterminacy, 76 
clustered roots, 363 
complex polynomial roots, 189 f. 

by forward-backward division, 195 
by Newton's method for quadratic 

factors, 194 
by Newton's method in the complex 

plane, 189 
computational singularities, 65, 410 
condenser, parallel-plate, 491 

exact map for, 497 
integral equation for, 420, 493 
Rosser iteration for, 495 

conformal map for the parallel-plate 
condenser, 497 

continued fraction, 7 
computational forms of, 280 
evaluation of as a rational func-

tion, 287 
for arctan x, 7 
for tanh x, 27 
from a power series, 285 
tail of, expresion for, 312 
truncation of, 312 

convergence of an iteration, 54, 216 
acceleration of by Aitken extrapola­

tion, 216 
analytic discussion, 394 f. 

convergent iteration, construction of, 398 
corrector step, see predictor-corrector 

methods 
cosh z, roots of cosh z = w, by itera­

tion, 390 f. 
cosines, series for, economized, 293, 305 

evaluation of series of, 11 
Crank-Nicholson, 447 
critical paths in a network, 508 
curve crawlers in several dimensions, 

379 f., 382 
curved boundaries, Laplace's equation, 

485 

deferred approach to the limit, see 
Richardson extrapolation 

deflating a matrix, 219 
derivative, first, estimated from two 

points, 158 
second, estimated from three points, 

159 
derivative of a polynomial, evaluation 

by synthetic division, 183 
evaluation from a tridiagonal form, 

334 
descent to a nearby subsurface in n 

dimensions, 384 
difference equation, solution of linear, 

144 
difference table, 91 
direct fitting of rational approxima­

tions, 310 
direct fitting of the discrepancy, of a 

power series, 304 
of a continued fraction, 311 

Dirichlet problem, 477, 488 



discontinuities, removal of to speed 
convergence of series, 233 

discovery of loops in ordered networks, 
313, 31S 

discrepancy caused by truncating a 
continued fraction, 311 

divergent iterations, 44, 14S, 440 
division of one polynomial by another, 

190 
double length accumulation of vector 

innerproducts, 343 
double root strategy in several 

dimensions, 401 
double roots of polynomials, 186 

economization, of a power series, 291 
of rational functions, 308 
of sin fJ!fJ, 426 

eigenvectors, 35S · 
by inverse iteration, 359 
from specialized matrices, 3S6 

ellipsoids, contours of, 210, 462 
second derivative geometries of, 

461, 469 f. 
seeking the center of, 4S8 
strategy for minimization via, 474 

elliptic functions (Jacobian), 41S 
elliptic integral K(k), 416 

computation of, 417 
equal-ripple error, 291 f. 

direct production of, 299 
error amplifier, 440 
error caused by truncating a continued 

fraction, 311 
error function, erf (x), continued 

fraction for, 313 
series representations for, 1 S f. 

error growth, exponential, 440 
linear, 216 
quadratic, 216 

error terms for quadrature formulas, 111 
estimation of the tail of an integral, 

113, 117 
exponential error, 440 
exponential fitting of data, 252 
Euler's constant, 268 
evaluating a determinant, 3S4 

in Hessenberg form, 344 
in tridiagonal form, 332 

INDEX 543 

evaluating a polynomial, by synthetic 
division, 59, 181 

for complex arguments, 192-193 
from Hessenberg form, 344 
from tridiagonal form, 332 

evaluating ea: on a computer, 27, 28 
evaluating finite Fourier series, 11 
evaluating series of orthogonal func-

tions, 11 
evaluating the characteristic polynomial 

derivative from tridiagonal form, 
334 

evaluating the characteristic polynomial 
from tridiagonal form, 332 

from Hessenberg form, 344 
evaluating the discrepancy caused by 

truncating a continued fraction, 311 
Everett's interpolation formula, 92 

relation of coefficients to Lagrange's, 
98 

~ calculated symmetrically from 
X tanh2 , 27 

exponential approximation, 2S2 
exponential equations, the integration 

of boundary-value problems leading 
to, 169 f. 

exponential fitting, 252 
exponential form of Fourier series, 240 
extraneous solution to a difference 

equation, 144 
extrapolation to the limit, Richardsonian, 

106 

factorization of the second order 
exponential equation, 170 

False Position, method of, S2 
rate of convergence of, S6 

False Position in 2 dimensions, 374 
computational details, 378 
speed of convergence, 379 

finding non-extremal eigenvalues by 
the power method, 218 

finding the smallest eigenvalue by 
shifting, 217 

finite Fourier series, 228 f. 
discontinuity removal in, 22S, 233 
for unequally spaced points, 238 
improving the convergence of, 22S 
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finite Fourier series, (Continued) 
in exponential form, 239-242 
number of terms possible, 222, 230 
recursive calculation of the co-

efficients, 231 
recursive evaluation, 11 

finite orthogonal polynomials on un­
equally spaced points, 235 

fitting a cubic to two functional values 
and two derivatives, 454 f. 

fitting the discrepancy, 304 
Fletcher, 467 
flow through a network of pipes, 517 f. 

circuit equations for, 519 
nodal equations for, 519 

Ford, 524 
Forsythe, 483 
forward-backward division algorithm 

for polynomial roots, 195 
forward differences in parabolic partial 

differential equations, 438 
Fourier series, limit on number of co-

efficients for finite, 222 
optimality of, 224 
orthogonality in, 223 
rate of convergence of, 225 
recursive evaluation of, 11 

fringed tridiagonal equation systems, 
480 

Fulkerson, 524 
functional iteration, convergence of, 

52, 399 
starting values for, 47 
stopping, 48 

Gaussian elimination, 342, 358 
Gaussian quadrature, 103 
Gaussian triangularization, see Gaussian 

elimination 
Gauss-Seidel, 480, 483 
Gibbs phenomenon, 227 

Lanczos's tr factors for, 228 
Gill, 156 
Givens reduction of a matrix, 322, 330 
Goldfeld, 476 
gradient methods, see functional 

minimization (Chapter 17) 
gradient vector, 210, 368, 381 
Graeffe's method, 198 
Gram-Schmidt orthogonalization, 219 

graphical extrapolation of a differential 
equation solution, 130 

Hamming's method, (o.d.e.), 146 
Hartree, 170 
Hessenberg form, 317 

direct reduction of unsymmetric 
matrices to, 341 

evaluation of the characteristic 
polynomial from, 344 

reduction to tridiagonal form, 342 
highly oscillatory ordinary differential 

equations, 152 
homogeneous algebraic equations, 206 
Hotelling's deflation method for eigen­

values, 218 
Householder's reduction for symmetric 

matrices, 324 f. 

ill-conditioned systems, 253 
improving the convergence of series by 

recasting as continued fractions, 296 
as rational functions, 263 

infinite integrals, 413 
infinite integrands, 66, 120, 412 
infinite product for sin x, 20 
infinite regions, quadrature over, 112 

transformation of dummy variable, 112 
initial-value treatment of boundary­

value problems, 173 
innerproduct doublelength accumulation, 

its necessity in large linear systems, 
343 

instabilities, in initial-value problems, 
434 

in ordinary differential equations, 
143, 434 

in parabolic partial differential 
equations, 436 f. 

in recurrence relations, 21, 432 
integral equation for the parallel 

plate condenser, 420, 493 
integral equations, singular, 420, 493 
integration of highly oscillatory 

differential equations, 152 
integration of "stiff" differential 

equations, 148 
interchanging, example of, with a tri­

diagonal matrix, 358 



interior eigenvalues by orthogonaliza­
tion, 218 

interpolation, special methods for, 98 
interpolation formulas, see Chapter 3 

Aitken, 93 
Bessel, 90 
by the method of undetermined co-

efficients, 108 
Everett, 92 
higher order, 90 
Lagrange, 96 
quadratic, 90 
unequally spaced values, 95 

inverse iteration for eigenvectors, 357 
isoclines, see graphical extrapolation 

of a differential equation solution 
isolated roots, 81 
iterated multiplication, 211 
iterated vector, multiplication by a 

matrix, 214 
iteration method for the largest eigen­

value, 213 
iterative solution of a quadratic, 58 

Jacobi plane rotation, 319 
comparative inefficiency of for eigen­

values, 321 
Jacobian elliptic functions: sn, en, dn, 

computation of, 417 
properties, 415 

Kahn, 512 

Lagrange's interpolation formula, 96, 108 
disadvantages of, 96 

Lagrangian interpolation coefficients, 
96 

their relation to Everett's, 98 
Laguerre's method for polynomial roots, 

187, 335 
Laplace's equation, see Chapter 18 

bordered tridiagonal form from, 480 
closed boundary, 477 f. 
curved boundary conditions, 485 
normal derivative boundary condi-

tions, 488 
open boundary, 491 f. 

latent roots, see eigenvalues (Chapters 
8 and 13) 

latent vectors, see eigenvectors 
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Least-Squares fitting, 25, 253 
least-squares property of orthogonal 

expansions, 223-225 
Lehmer method for polynomials, 196 
linear convergence, 216 
linear error, 216 
linearization of nonlinear differential 

equations, 171-17 3 
Lin's method for quartics with complex 

roots, 198 
list representation of a network, 501, 503 
In x, integral representation for, 268 
Lobaschevski, see Graeffe 
loop detection in an ordered network, 

513, 515 
loss of significant figures by subtrac­

tion, 72 
loss of significant figures in alternating 

series, 14, 69 
LR algorithms, 346 

convergence of, 348 
for tridiagonal forms, 350 

Madelung transformation, 154 
Maehly, 296 
maximal network flows, Ford and 

Fulkerson's algorithm for, 524 
method of undetermined coefficients, 108 
Milne's method, see colorplate opposite 

132 
instability of, 143 

minimum methods, see Chapter 17 
downhill, 451 
ray minimum, 452 
with first derivatives, 467 
without derivatives, 464 

minimum path through a network, 504 f. 
minimum spanning tree for a network, 

516 
minimum term of asymptotic series, 

17, 263 
multiple eigenvalues, 339 
multiple roots, 75 

indeterminacy near, 76 
precision in calculating, 76 
rate of convergence to, 77 
speeding convergence near, 77 
suppression of known roots near, 78 

nearly multiple roots, 78 
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negligible terms of cubics ( quartics, 
quadratics), 59 

neighborhood array, 501 
network equations from the topology, 

520 
network flows, nodal equations for, 519 

circuit equations for, 519 
Newton-Cotes quadrature, 102 

rate of convergence, 106 
Newton's method, 51 

for double polynomial roots, 186 
for double roots, 64 
for quadratic polynomial factors, 194 
for second-order boundary-value 

problems in ordinary differential 
equations, 17 5-17 6 

for simple polynomial roots, 180 
in n dimensions, 367 
in two dimensions, 194, 369 
one-dimensional, in n-space, 369 
rate of convergence of, 54 
utility of, in higher dimensions, 366 

nodal matrix for a network, 501 
noise amplifier, 439 

suppressor, 440 
nonlinear differential equations, 

linearization of, 172 
non-polynomic behavior, need for 

removing, 120 
normalization, of homogeneous 

equations, 208 
of orthogonal functions, 229 
of vectors, 208, 213 

numerical indeterminacy, 76 

ordinary differential equations, initial 
value problems, see Chapter 5 

instabilities in numerical integration, 
143 

Milne's method, see colorplate 
opposite 132 

predictor corrector methods, 130 
Runge-Kutta methods, 139 

ordinary differential equations, bound­
ary value problems, see Chapter 6 

mildly nonlinear systems, 171 
treated as initial-value problems, 173 

orthogonal expansions, least-squares 
property of, 224 

orthogonal functions, evaluating series 
of, 11 

orthogonal polynomials on a discrete 
set of points, 235 

orthogonal reductions of matrices to 
Hessenberg form, 340 f. 

to tridiagonal form, 325 
orthogonality in Fourier series, 223 
orthogonality of the eigenvectors of 

symmetric matrices, 211 
orthogonalizing a vector with respect 

to another, 219, 380 
oscillatory infinite integrals, 117 

parabolic partial differential equations, 
437 f. 

backward difference algorithms, 442 
forward difference algorithms, 438 
symmetric difference algorithms, 

445, 446 
parallel plate condenser, 491 f. 

conformal map for, 494, 497 
Fourier series solution for, 495 
singular integral equation for, 420, 493 

pathologic polynomials, 201 
PERT, 508 f. 
perverse formulations of numerical 

problems, 248 
pivoting, see interchanging 
plane rotations for matrices, 319 
polynomial derivative evaluation, by 

synthetic division, 183 
from tridiagonal form, 234 

polynomial division, 190 
polynomial evaluation, by synthetic 

division, 59, 181 
from Hessenberg form, 344 
from tridiagonal form, 332 

polynomial roots, see Chapter 7 
shifting by a constant, 59 

polynomials orthogonal on a discrete 
set of points, 235 

position vector, 210 
power method for eigenvalues, see 

iterated multiplication 
power series, from a continued 

fraction, 285 
from differential equations, 15, 269 
from rational functions, 282 



Powell, 458, 464, 467 
predecessor vectors, 524 
predictor-corrector methods, 130 

for first order equations, 130 
for higher order equations, 140 
reversing the cycle of, 150 
stability of, 143 

preliminary adjustment of a function, 25 
proper value, see eigenvalues (Chapters 

8 and 13) 

QD algorithms for transforming power 
series to and from continued 
fractions, 285 

QR algorithms, 347 
quadratic convergence, 216 
quadratic equations, iterative solution, 

58 
quadratic factors, evaluation of, from 

tridiagonal forms, 337 
quadratic form of a matrix, 209 
quadratic interpolation for table com­

pression, 90 
quadrature formulas by the method of 

undetermined coefficients, 108 
quadrature with increasing precision 

adaptive, 105 
Simpson's rule for, 104 

Quandt, 476 
quotient-difference ( QD) algorithm, 285 

railroad rail problem, 3 
rate of convergence of Newton's method, 

54 
rational function, asymptotic series 

recast as, 263 
evaluation algorithm, 287 
from continued fraction, 286 

ray minimum methods, 452 
recurrence methods, 11, 20 
recurrence relations, evaluating char-

acteristic polynomials of tridiagonal 
forms by, 332 

evaluating Fourier series by, 11 
evaluating orthogonal expansions 

by, 11 
for cos nfJ, sin nfJ, 20 
for evaluating J.(x), 21, 23 
for J.J.x), 23 
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for Legendre polynomials, 434 
instabilities in, 21 

recursive calculation of finite Fourier 
series coefficients, 231 

recursive evaluation of Fourier series, 11 
reduction of banded symmetric matrices, 

329 
reduction of general matrices to 

specialized forms, 317, 340 
reduction to small quantities, 60, 69, 74 
relative error, 49 
Remes's algorithm, 302 
removing a known root in two or more 

dimensions, 370 f. 
removing the singularity, need for, 

121, 155, 492 
removing two singularities of the form 

(b2-x2)"½. 414, 416 
replacement of Laplace's equation on 

a grid, 478 f. 
replacing a differential equation on a 

grid, 158, 478 
representing a network as a list, 503 

as a neighborhood array, 502 
as a nodal matrix, 502 

reversing the predictor-corrector cycle, 
150 

Riccati equation, 149 
transformation, 149 

Richardson extrapolation, 106, 135 
role of continuity in convergence of 

Fourier series, 226-227 
Romberg integration, 106 
root-squaring methods, 198 
root suppression, 336, 370 
roots by minimization-a warning, 366 
roots near a minimum (maximum), 402 
roots of a polynomial, shifting, 59 
roots of ze•z-b, 387 
rotational algorithms for eigenvalues, 

see Chapter 13 
Runge-Kutta, 139 
Rutishauser, 285 

searching for the real roots of a 
polynomial, 184 

secant method, 52 
rate of convergence of, 56 

series for tanh x, 28 
series from differential equations, 15, 269 
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series replacement of transcendental 
functions, 65, 14, 424 

to reduce variables to small 
quantities, 7 4 

shifting the eigenvalues of matrices, 215 
convergence accelerated by, 215 

shifting the root of a polynomial, 59 
significant figure loss by subtraction, 70 

in alternating series, 14, 69 
similarity transformation, 318 
Simpson's rule, 102 
simultaneous linear algebraic equations 

by Cramer's rule, 247 
singular integral equation, 420 
singular integrals, 120 
singularities, ( b2-x2 )·½, 414 

computational, 65 f. 
in an integrand, 66, 120, 412 
logarithmic, 125 
off-stage, 413 
removable, 414, 418 
strength of, 67, 273 
x-i, 67, 123 

singularity in an integrand, removing, 
121 f., 422 f. 

dividing out, 412 
subtracting off, 121, 123, 412 

small quantities, storing, 71, 498 
smaller root of a quadratic, 58 
smallest eigenvalue by shifting, 217 
Spielberg, 284 
square root algorithm, 49 
stability, of functional iteration, 394, 399 

of Milne's method, 143 
of Newton's method, 50, 180 
of recurrence calculations, 432 
of the binary chop, 179 

stable iterations, construction of, 398 
starting an initial-value integration, 138 
starting values for functional itera-

tions, 47 
statistical data, poor encoding of, 250 
stepping searches for polynomial roots, 

184 
reduction of by reciprocal transfor-

mation, 185 
"stiff" differential equations, 148 
stopping an iteration, 48 
strength of a singularity estimated 

from an integral, 267, 273 

Sturmanian sequence of polynomials, 334 
subtracting off the singularity, 121, 412 
summation orthogonality relations, for 

finite Fourier series, 228 
for finite orthogonal polynomials, 236 

suppressing the unwanted solution in 
exponential second-order differential 
equations, 170 

suppression of known roots in Newton's 
method, 337 

suppression versus deflation in eigen­
value calculations, 336 

symmetric difference in parabolic 
partial differential equations, 445 

symmetry in Fourier series, 222 
synthetic division, 59, 181 

first derivatives from, 183 
efficient polynomial evaluator, 182 

tanh u, continued fraction for, 27 
throwback of fourth differences onto 

second differences, 91 
topological ordering of network nodes, 

509 f. 
by Kahn's algorithm, 512 
by Klein's algorithm, 513 
by Knuth's algorithm, 513 
by Lasser's algorithm, 510 

traffic, Baltimore, 503 
trees, see networks 
tridiagonal equations, 161-162, 481 
tridiagonal form, evaluation of char-

acteristic polynomial from, 332 
LR algorithms for, 350 
pivoting example, 358 
QR algorithm for, 352 
quadratic factors from, 337 
zeros in, 334 

trigonometric approximation, see Fourier 
series ( Chapter 9) 

Trotter, 476 
truncation error, in parabolic partial 

differential equations, 445 
in quadrature formulas, 102, 111 
in replacements for Laplace's equation, 

488 
two-point functional iteration, 52 

undetermined coefficients, method of, 
108 



unimportant terms of an equation, 58 
unsymmetric matrices, eigenvalues of, 

220, 340 
unvisualizable roots, 365 
unwanted solutions in second-order 

differential equations, suppression 
of, 170 
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vector orthogonalization, 219 
vibrating masses, eigenproblem for, 204 

Wasow, 483 
Wilkinson's pathologic polynomial, 201 
work requirements for eigenvalue 

determinations, 353 
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